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Abstract: Developing a high-quality software product requires complete familiarity with the software 
product requirements and constraints. However, developers are often assigned to projects they are 
unfamiliar with, making project properties hard to understand for them. Sonar tool is one of the most 
popular Automated Static Analysis Tools that nowadays has become an integral part of software 
development process. The objective of this study is to evaluate the usefulness of the Sonar tool in the context 
of familiar and unfamiliar projects. More specifically to investigate the accuracy of Sonar’s estimates while 
the remaining three assess the perceived refactoring difficulties, Sonar issue and fixing instructions as 
possible reasons for differences in estimates. A repeated measurements experiment in the context of a 
university course was designed and involved two sessions during which the subject refactored Sonar issues 
identified in familiar and unfamiliar projects. In total 60 students completed assignments, who in two 
sessions combined refactored 5,179 Sonar issues by violating 138 different Sonar rules. This study showed 
that estimates provided by Sonar are less accurate for familiar projects. Plausible explanations are that the 
refactoring and understandability of Sonar tool issue description seem to be more challenging in unfamiliar, 
compared to familiar projects. 
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1. INTRODUCTION 

In order for developers to deliver high-quality software, their familiarity with the software project is 
essential.  For developers to be familiar with projects, they need to understand the context and decisions 
made from the beginning of the project. Including decisions regarding software design, architecture, and 
requirements [1]. Thus, the concept of familiarity surpasses the understanding of the code itself. However, 
developers are often assigned to projects they are unfamiliar with, making project properties hard to 
understand for them. This requires developers to familiarize themselves with the project by reviewing the 
code base and available documentation. 
Various software tools can be used to aid developers while reviewing code base and identifying potential 
issues in projects. Automatic static analysis tools (ASAT) provide feedback in the form of analysis reports 
[2]. Sonar1 as one such tool has proven to be very useful for identifying various quality issues [2, 3]. It 
provides a set of code smell detection rules for different programming languages and various metrics that 
are used together as means for identifying and estimating the cost of remedying issues in a code base [4]. 
Furthermore, Sonar's reports aid developers in identifying potential suboptimal software design and 
implementation choices [2. 5]. This phenomenon is conceptualized as technical debt (TD) [6]. Benefits of 
the Sonar tool are that it provides effort estimates, issue descriptions and instructions for refactoring the 
source code to remediate the identified TD issues. Such instructions can significantly affect the productivity 
of developers, especially if they are novice or junior [7, 8]. Where novice developers are often unfamiliar 
with projects assigned to them. 
In the past years, several studies have been conducted that have focused on defining the accuracy of 
estimates provided by Sonar tool [3. 7, 8, 9]. The general conclusion is that the Sonar tool gives an 
overestimated remediation time and that the level of criticality identified for each issue does not match 
the perception of junior developers [3, 8]. 
In practice it is very common to have new members joining ongoing projects. For them the code base is 
unknown—unfamiliar project—while for other team members it is a known code base or familiar project. 
Managing such teams requires clear expectations regarding Sonar's estimates and how they translate to 

 
1 Sonar: https://www.Sonar.org/ 



the newly joined team members vs others. However, to the best of our knowledge there are no studies 
that intentionally compared the use of Sonar tool in the contexts of familiar and unfamiliar projects. 
The objective of this research is to investigate the usefulness of Sonar’s analysis reports in the contexts of 
familiar and unfamiliar software projects. We investigated the accuracy of the provided estimates and the 
perceived understandability of Sonar's feedback by junior developers in the context of these two types of 
projects. We designed and conducted an experiment within a university course. The experiment consisted 
of two separate sessions, i.e. repeated measurements design [10, 11], where students in the first session 
were tasked with refactoring identified TD issues in prior unknown to them open-source projects 
(unfamiliar projects) while for the second session they were first instructed to designed and implement 
projects from scratch and generate Sonar’s report with TD issues used for refactoring in the second session 
(familiar projects). 

2. RELATED WORK 

In this section, we selected important papers for the research we conducted. All papers can be divided into 
two subgroups: (1) empirical research that dealt with the use of ASAT tools in projects that were familiar 
to the respondents, and (2) empirical research that dealt with the use of ASAT tools in projects with which 
respondents were not familiar. 
Regarding empirical research in the context of familiar projects, Tan et al [18] designed an empirical study 
in which they used 20 Python and 16 Java projects, observing their first 2000 commits on repositories, with 
the aim of trying to estimate in what percentage the identified TD is resolved independently. They used the 
Sonar tool for analysis. As the initial commits on the repositories were examined, it exactly corresponds to 
the way of work that we also checked in our research where projects were created from the very beginning. 
In the research, the results were obtained that almost half of the Sonar issues are self-fixed. 
While in the context of unfamiliar projects, Nunes et al. [19] analyzed the impact of two different ASAT 
tools on projects implemented in modern development environments. The focus was on web applications 
and how ASAT tools affect the identification of potential vulnerabilities. Sonar tool was not one of them. 
Vassallo et al. [20] included 176 open-source projects in their research in order to investigate whether and 
in what way developers accept the results of the ten different ASAT tools. The results showed that more 
than 60 percent of developers pay attention to the results of the analysis and are ready to accept them as 
a regular practice. In another paper, Lenarduzzi et al. [23] used unknown projects up to twelve years of 
age. The research focused on evaluating the usefulness of Sonar when translating a system architecture 
from monolithic to microservices. The results showed that after a short period of time, TD in the 
microservice architecture is significantly less compared to monolithic systems and that Sonar proved to be 
very useful. 
With this brief review of papers that focused on examining the performance of ASAT tools in different areas 
of their application, we can also find the basic motivation for conducting such research. Namely, we see 
great scope in examining the impact of ASAT tools on the work of developers, depending on their familiarity 
with the project.  

3. METHODOLOGY 

The methodology is designed following the guidelines from Wohlin et al.[11], while the replicability of the 
study is supported with a publicly accessible replication package (https://bit.ly/3p70R7u}). 
The goal of this study is formally expressed using GQM template [27]: Analyze the Sonar tool analysis report 
for the purpose of evaluation with respect to usefulness from the point of view of junior developers in the 
context of unfamiliar and familiar software projects. Following this goal, the study focused on four aspects 
that were embodied in the following hypothesis: 

 H1: Remediation estimates provided by Sonar tool are more accurate in the context of familiar 
projects compared to unfamiliar project context. 

 H2: Issue descriptions provided by Sonar tool are easier to understand in familiar compared to 
unfamiliar project context.   

 H3: Fixing descriptions provided by Sonar tool are easier to understand in familiar compared to 
unfamiliar project context. 

 H4: Familiar projects are easier to refactor compared to refactoring unfamiliar projects. 
The experimental sessions were designed as one factor with two treatments. The experiment relied on a 
within subject repeated measurements design with two objects. Figure 1 summarizes the experimental 
design, while the remaining paragraphs further elaborate the concepts presented in the figure.  



 
Figure 1: Experimental design 

Subjects are senior year students of Information systems engineering curriculum. The subjects were sought 
as a proxy for junior developers since. The object of the study is the Sonar analysis report of the unfamiliar 
projects, for the first session, and of familiar projects, for the second session. The analysis report consists 
of identified Sonar issues that are characterized with estimated time for remediation, issue description, 
fixing description and issue categorization. Independent variable is project type with two levels: unfamiliar 
projects and familiar projects. Dependent variables are calculated times for fixing Sonar issues (H1), 
perceived understandability of Sonar's issue description (H2), perceived understandability of Sonar's issue 
fixing instructions (H3), and the perceived refactoring difficulty (H4).  
The session protocol presents three groups of activities, which are: (a) The initial activities included training 
on the usage of the Sonar tool and project diary, which was one of the data collection instruments, (b) 
Session preparation activities differed for the first and second session. During the preparations for the first 
session, students selected, and lecturers checked and approved an open-source project found in the public 
repository (https://github.com). During the preparations for the second session, subjects used the provided 
software specification, to design and develop a software solution using .NET/C\# technology. This solution 
was seen as a familiar project that is analyzed during the second session. Finally, in (c) experiment sessions 
subjects had to remediate the identified issues and to record the data to project diary. 
Data collection was realized using three data collection instruments: the profiling survey, Sonar tool and 
project diary. Profiling survey was implemented as an on-line (web) survey, and it was executed at the 
beginning of the course, thus before the experiment sessions. The survey contained a total of six different 
closed-typed questions, and there was no possibility to skip any of the questions. Survey questions probed 
subjects' programming experience, familiarity with code refactoring, as well as with ASAT tools and with 
the concept of technical debt. Subject used the project diaries to record the data. Within the project diary, 
each of the remediated issues had to be characterized with data such as issue ID, estimated and actual 
remediating time, assessment of the perceived refactoring difficulty, understandability of issue description 
and fixing instructions.  
The data analysis of the Sonar tool's remediation estimates, and test the H1, the mean magnitude of relative 
error (MMRE) and mean relative error metrics (MeRE) were used. These metrics are defined in the 
literature [3], and it is calculated for each subject as: 
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where n is the total number of Sonar issues remediated by subject. MREi represents the magnitude of the 
relative error for the i-th issue, REi represents a relative error for the i-th issue, TA(i) stands for actual time 
the subject used to remediate the i-th issue, and TE(i) stands for the time estimate for remediating the i-th 
issue. Low MMRE, MRE, MeRE and RE values means that the differences between estimated and actual 
times for remediating the issues are also small, thus making the estimates more accurate. The formulas 
were, therefore, used to calculate: (a) are there any differences between the measurements in two 
sessions, and (b) which session has higher mean relative error. Consequently, the H1 is tested using two 
statistical hypotheses H{1.1} that relies on MMRE, and H{1.2} that relies on MeRE. The remaining hypothesis 
were tested based on subjects' assessment of the perceived understandability of the Sonar's issue 
description (PID) for H2, the perceived understandability of the Sonar's fixing instructions (PFI) for H3, and 
the perceived refactoring difficulty (PRD) to eliminate each identified issue for H4.  

4. RESULTS 

Demographics: The research was done in the context of a software engineering university course with 
fourth year undergraduate students at the University of [Anonymized for review] enrolled at Information 
Systems Engineering study program. In total 72 students attended the course and 60 of them participated 
in the experiment as subjects. Most of the subjects have between 2 to 4 years of programming experience 
(Figure 2.Q1). Also, about one fourth of participants (Figure 2.Q1a) have worked in industry. The profiling 



survey analysis revealed that participants are largely unfamiliar with TD concept and ASAT. A summary of 
the demographics data is presented in Figure 2. 

 
Figure 2. Demographics: Q1. Years of programming experience, Q1a. Experiences working in industry,  Q2. Familiarity 

with the TD concept, Q3. Familiarity with refactoring practices, and Q5. Familiarity with ASAT tools. 

The dataset consists of 2268 refactored Sonar issues in the first session and 1016 refactored issues in the 
second session. Out of these issues, 135 unique Sonar rules were violated in the first and 43 unique rules 
were violated in the second session. In total, 40 unique (or overlapping) rules were present in both sessions. 
Rule category wise, the majority of the violated rules are categorized as bug and code smell. Consequently, 
it can be asserted that the complexity of all the remediated issues, in both sessions, is highly similar.  
Hypotheses testing relied on the following statistics: Shapiro-Wilk test was used to check the normality 
assumption of the data. The Wilcoxon signed-rank test was used as a non-parametric alternative to paired 
t-test to test the differences between the paired values from two sessions. For all tests we set the 
significance criterion as 0.05. Finally, Rank-Biserial Correlation (rB) was used to test the effect size and 
interpreted according to Goss-Sampson [28]. Calculated W statistics and p-values for each variable MMRE, 
MeRE, PID, PFI, and PRD, and for each session: unfamiliar projects, and familiar projects. Based on the test 
results the normality assumption can be accepted for MMRE and MeRE measured in first session (p > 0.05), 
while rejected for the remaining variables (p < 0.05). Thus, a non-parametric Wilcoxson Signed Rank test 
was used to assess the differences.  
Hypothesis H1 is tested using two variables, MMRE for testing the differences between the measurements 
using two-sided test. And variable MeRE for assessing the higher relative error in estimated time for the 
issues remediation. It can be concluded that the Sonar Tool overestimates the time needed to remediate 
the identified issues in both the unknown and known project context—hence the negative MeRE values. It 
can also be concluded that developers need more time to remediate the issues when working on unfamiliar 
projects, compared to time needed for working on familiar projects. Test of hypothesis H2 indicates that 
developers perceived the Sonar issue descriptions less understandable in session s1 (unfamiliar projects) 
compared to s2 (familiar projects). The third hypothesis is tested using the PFI variable and both one and 
two-sided test, suggesting that perceived understandably of fixing instructions provided by Sonar tool does 
not differ session wise. The fourth hypothesis was tested by comparing the PRD variables using one-sided, 
paired test, for which the null hypothesis was rejected, leading to conclusion that the perceived refactoring 
difficulty in unfamiliar project context is more difficult, compared to refactoring of familiar projects. Figures 
3 and 4 present the box plots for tested variables.  

Table 1: Hypothesis test results 

Hypothesis Wilcoxon Signed Rank Test (p < 0.05) Decision   
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Finally, the effects sizes are calculated for hypotheses using Rank-biserial correlation. For all hypotheses 
the effect size is large with (95% confidence interval), except for H3 the effect size is small (rβ=0.12). 

 
Figure 3: Box plots for MMRE and MeRE.  

  
Figure 4: Box plots for PID, PFI, and PRD.  

5. CONCLUSIONS 

This paper presents the findings of an empirical study that was conducted in the context of a university 
course, with an objective to investigate the impact of the project familiarity on the usefulness of feedback 
generated by Sonar tool. Our findings confirm previous studies that Sonar overestimates remediation effort 
[3, 8], which is a case for both types of projects as well. However, the estimates are more accurate for the 
unfamiliar projects than for the familiar ones. Furthermore, it seems that the understandability of the fixing 
instructions provided by Sonar is not impacted by project type, while Sonar's descriptions of identified 
issues were significantly less understandable for unfamiliar projects. The plausible explanation is that fixing 
instructions are decontextualized and sufficiently self-explanatory, while understanding issues descriptions 
require understanding of the targeted code base for which issues were identified. Finally, the data showed 
that developers tend to understand easier the Sonar's issue descriptions when they are involved in the 
project from the start. Also, this study showed that estimates provided by Sonar tool are less accurate for 
familiar projects. One plausible explanation is that in such projects refactoring seems to be less challenging. 
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